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Good Evening Chairperson Thamkittikasem and Members of the Task Force:

On behalf of the NAACP Legal Defense and Educational Fund (LDF), we thank the NYC Automated Decision Systems Task Force (the Task Force) for holding this crucial public forum to address the core components of Local Law 49 concerning fairness and accountability.

LDF is the nation’s first and foremost civil and human rights law organization. Since its founding nearly eighty years ago, LDF has worked at the national, state, and local levels to pursue racial justice and eliminate structural barriers for African-Americans in the areas of criminal justice, economic justice, education, and political participation. As part of that work, LDF has engaged on the use of data and technology in the perpetuation of racial discrimination. LDF has also forged longstanding partnerships with local advocates, activists, and attorneys to challenge and reform unlawful and discriminatory policing in New York City, including serving as co-counsel in the Davis v. City of New York case which challenged the New York Police Department’s (NYPD) policy and practice of unlawfully stopping and arresting New York City Housing Authority (NYCHA) residents and their visitors. While Local Law 49 affects decision-making in a wide variety of contexts, we focus, today, on the discrete, durable, and disproportionate racial impact it threatens to impose in the area of policing and law enforcement.

Indeed, LDF is deeply concerned about law enforcement’s, including the NYPD’s, increasing reliance on machine-learning algorithms, bias data, and Automated Decision Systems (ADS), that rely on both. The NYPD’s deployment and implementation of ADSs threaten to exacerbate racial inequity in New York City. Given this concern, the Task Force’s recommendations to Mayor de Blasio and City Council Speaker Corey Johnson must ensure all ADSs are fair, transparent, rigorously evaluated, and, critically, do not undermine the City’s commitment to public safety practices that are constitutional and non-discriminatory. Accordingly, the Legal Defense Fund makes the following nine preliminary recommendations to this Task Force:

1. The ADS Task Force Should Move Swiftly to Issue Its Recommendations and Request Additional Time, If Needed

As an initial matter, we stress the Task Force’s duty to thoroughly research and understand the many ways ADSs affect the City’s most vulnerable residents—including low-income communities and communities of color. The Task Force is also charged with ensuring the City’s residents are well-educated on ADSs, understand how ADSs will affect their everyday life, and importantly, have ways to meaningfully voice their concerns and feedback. Finally, the Task Force must issue critical recommendations that incorporate community feedback, prevent bias and discrimination in ADS use, and establish procedures for ADS accountability and transparency. Equally important, these recommendations must also include procedures to ensure that impacted communities can hold any City agency accountable when ADSs are not fair and equitable.³

Commissioned in May 2018, the Task Force has only until November 16, 2019 to fulfill its mandate pursuant to Local Law 49.⁴ To the extent that it is foreseeable that the Task Force will be unable to complete its charge within this timeframe, including and especially soliciting robust public engagement, it should seek to extend its deadline. By the same token, however, the longer the Task Force takes to issue its recommendations, the longer ADSs will operate in New York without necessary guidance on fairness, transparency, and accountability. Accordingly, we strongly urge the Task Force to move swiftly and diligently in issuing its recommendations without compromising the necessary information gathering and careful study that this undertaking requires, and the City’s residents deserve.

2. The City Must Adopt a Uniform Definition of Automated Decision Systems

Under the current definition in Local Law 49, an ADS is a “computerized implementation of algorithms, including those derived from machine learning or other data processing or artificial intelligence techniques, which are used to make or assist in making decisions.” This definition is too limiting and may fail to capture the full range of systems that agencies are considering or have already implemented.

³ See https://www1.nyc.gov/site/adstaskforce/about/about-ads.page.
⁴ “No later than 18 months after such task force is established, it shall electronically submit to the mayor and the speaker of the council a report . . . .” Local Law 49 of 2018.
We therefore recommend adopting the same ADS definition that advocates and experts recommended more than eight months ago, in an August 17, 2018, letter to the Task Force. The group captured a full range of potential ADSs by defining an ADS as:

An automated decision system is any software, system, or process that aims to aid or replace human decision making. Automated decision systems can include analyzing complex datasets to generate scores, predictions, classifications, or some recommended action(s), which are used by agencies to make decisions that impact human welfare.5

This more expansive definition helps to ensure that all automated decisions that affect New Yorkers will be subject to the appropriate scrutiny and the public will be protected.

3. **The City Must Clarify that All Agencies Using an ADS are Within the Task Force’s Purview and Subject to its Recommendations**

Neither accountability, fairness, nor transparency can be achieved if some ADSs are excluded from the Task Force’s purview. Indeed, given the far-reaching consequences of technological advances in the hands of the NYPD, coupled with the department’s well-documented history of discriminatory and unconstitutional policing and enforcement practices, any decision to exclude the NYPD from the Task Force’s purview or recommendations would be antithetical to Local Law 49’s intent and purpose.

The City must therefore clarify that no agency’s ADSs are excluded from its review. Failing that, it must create an independent review process before any system can be excluded that includes an opportunity for the public to challenge the exclusion of any ADS from the Task Force’s purview and recommendations.

---

5 See August 17, 2018 letter to ADS Task Force Chairs Newman and Saunders, at http://assets.ctfassets.net/8wprhhvnpfe0/1T0KpNv3U0EKAcQKseISqA/52fee9a932837948e3698a658d6a8d50/NYC_ADS_Task_Force_Recs_Letter.pdf.
4. **The City Must Commit to Full Transparency and Disclose Information About the NYPD’s Automated Decision Systems and How They Operate**

The NYPD has already implemented or considered implementing the following ADSs: Automated License Plate Readers,\(^6\) Facial Surveillance,\(^7\) Predictive Policing,\(^8\) and Social Media Monitoring,\(^9\) without meaningful oversight or community engagement.\(^10\) This list, however, is most likely underinclusive because the NYPD continues to consistently conceal the internal development and use of ADSs from the public. By concealing its use of ADSs, the NYPD prevents the public from adequately studying the impact of these systems and shields itself from accountability.

Equally alarming, the NYPD plans to continue embedding these systems in their law enforcement and decision-making processes at a disturbingly aggressive pace. For example, just this month, on April 3, 2019, the NYPD’s Deputy Chief of Policy and Programs, Thomas Taffe, explained that the Department hired more than 100 civilian analysts since 2017 to use ADS software to analyze the NYPD’s crime data.\(^11\) For these reasons, at a minimum, the Task Force must recommend that the

---


NYPD publicly identify, categorize, and share a list of all ADSs that the NYPD has implemented, plans to implement, or is developing. Once created, this list of ADSs should be updated in real time moving forward.

5. The City Must Ban the Use of Data Derived from Discriminatory and Biased Enforcement Policies and Practices in Automated Decision Systems

Because algorithms learn and transform through exposure to data, an algorithm is only as good as the data that is selected to inform the algorithm; meaning, an algorithm will replicate any biases within its training data—called “training bias.” Bias in, bias out. This training bias can lead to discrimination in at least two ways: (1) reproducing the biases in the data, and (2) drawing inference from biases in the data. In the policing context, this means that data derived from and reflecting the NYPD’s discriminatory, illegal, and unconstitutional enforcement practices infect any algorithm and ADS that is trained with that data. The resulting algorithm or ADS will then carry out and perpetuate that same discrimination—making all of the ADSs’ decisions flawed.

For decades, the NYPD engaged in widespread racial profiling against Black and Latinx residents. Between 2004-2012, the NYPD conducted an astounding 4.4 million stops of City residents, as they simply engaged in their daily lives. A staggering 88% of these stops resulted in no further action—meaning a vast majority of those stopped were not engaged in unlawful conduct. In about 83% of cases, the person stopped was Black or Latinx, even though the two groups combined accounted for just over half the population. When these discriminatory practices were challenged in *Floyd v. City of New York*, a federal court found the NYPD liable for a pattern and practices that violated the Fourth Amendment rights of New Yorkers to be free from unreasonable searches and seizures. The court also found that the NYPD’s practices were racially discriminatory in violation of the Equal Protection Clause of the Fourteenth Amendment. That was just one case.

---

13 Id. at 680-87.
14 Id. at 681.
Similarly, in *Davis v. City of New York* the NYPD unlawfully stopped and arrested people of color who lived in or visited NYCHA apartments, without reasonable suspicion or probable cause. The NYPD justified its racially discriminatory arrests by alleging the residents and their visitors were “criminally trespassing.” Currently, the Department’s aggressive, military style gang “takedowns” primarily target public housing residents, the overwhelming majority of whom are people of color. Prior to executing these sweeping gang takedowns, the NYPD conducts criminal investigations relying, in part, on a secret database that erroneously designates thousands of New Yorkers as members of gangs or local street “crews,” often without informing the individual or offering any due process protections. Officers executing gang policing strategies rely on vague—and troubling—terms and generalizations to justify their frequently erroneous designation of individuals as gang members.

As a result of these and many other discriminatory practices, the NYPD datasets are infected with deeply-rooted biases and racial disparities. Consequently, any predictions or output from an ADS that relies on such data, in any capacity, will reproduce and reinforce these biases and disparities. We are skeptical

---

19 Id.
20 The NYPD provided its IDS Gang Entry Street and the criteria by which gang members are certified in response to Professor Babe Howell’s Freedom of Information Law request, filed on September 2, 2011. In addition to these criteria, the NYPD may certify someone as a gang member if an individual admits membership during a debrief or if, through the course of an investigation, an individual is reasonably believed to belong to a gang and is identified as such by two independent sources, which could include other New York City agencies. K. Babe Howell, *Gang Policing: The Post Stop-and-Frisk Justification for Profile-Based Policing*, 5 UNIV. DENVER CRIM. L. REV. 1, 16 (2015).
23 “[C]onsider the potential harm done when police departments like these use their crime data to feed the algorithms and models used to predict behavior. . .The data provides a distorted picture of the
that such “dirty” data can ever be cleansed to separate the “good” from the “bad,” the tainted from the untainted. Therefore, we ask this Task Force to recommend that no ADS system incorporate or use any data based derived from discriminatory and biased law enforcement practices.

6. The City Must Adopt Processes for Determining if an ADS has a Disproportionate Impact on an Individual or Population

Any data derived from discriminatory, illegal, or unconstitutional policing enforcement or practices that informs or is incorporated into an ADS despite the previous recommendation should be presumed to produce a disproportionate impact. This assumption places an affirmative burden on the NYPD—rather than an individual or community group—to demonstrate that (a) the biased data has been removed and (b) allow an independent third-party to conduct, at a minimum, a racial equity impact assessment. In addition, for all data used in any ADS, including data alleged as not deriving from discriminatory, illegal, or unconstitutional practices, and data derived from sources other than the NYPD—the following steps must occur to analyze the impact of the ADS on individuals or community groups:

a. An equity impact assessment;

b. A surveillance impact report;

neighborhoods where crime is happening that, in turn, drives more police to those neighborhoods. Police then come into contact with more people from those communities, and by virtue of more contact, make more arrests. Those arrests — regardless of their validity or constitutionality — are interpreted as indicative of criminal activity in a neighborhood, leading to a greater police presence. The result is ‘a pernicious feedback loop,’ where ‘the policing itself spawns new data, which justifies more policing.”


26 Id.

c. A pre-acquisition or development procedure to ensure non-agency experts and representatives from directly affected communities are consulted during the development of an ADS; and
d. Agencies must maintain a public record of external participation.

These commitments and fail safes, along with the previous recommendations, are a strong starting point for the City and Task Force to fight against the perpetuation of racial bias through data and technology.

7. Remedy and Account for Proxy Factors that Also Produce Discriminatory Results

In addition, to “dirty data” informed by racial discrimination and bias, algorithms can learn biased behavior through proxy factors—factors that may appear neutral but reflect societal and structural biases. For example, an algorithm may purposefully exclude all references to race and ethnicity. However, if the algorithm still considers factors that, due to societal constructs, correlate to race—such as low-income neighborhoods or employment history—the algorithm’s outputs may nonetheless be racially-skewed. To ensure against racial discrimination and bias by proxy, the Task Force must also develop recommendations that require agencies, experts, and community members to address societal and systemic factors that contribute to discriminatory ADSs and to determine ways to mitigate the influence of proxy factors in ADSs.

28 See Virginia Eubanks statement that even when removing “dirty data,” ADSs often reflect the very discriminatory behavior we sought to avoid because “[w]hat we’re doing is using the idea of eliminating individual irrational bias to allow this vast structural bias to sneak in the back door of the system.” https://qz.com/1427159/algorithms-cant-fix-societal-problems-and-often-amplify-them/.
29 See for example, Northpointe’s dispute of ProPublica’s finding that its risk assessment tool falsely labeled Black defendants as likely to reoffend and whites as likely to not re-offend, https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing; see also Virginia Eubanks, A Child Abuse Prediction Model Fails Poor Families, WIRED, Jan. 15, 2018, (noting that, though the Allegheny County Family Screening Tool intentionally took steps to avoid racial disparities in its child welfare system, the system was nevertheless biased and produced racially discriminatory results because the developers ignored a major area of societal bias in the child welfare system overall—that people report Black and biracial families to child welfare offices 350% more than white families, creating an influx of Black family child welfare cases at the outset), https://www.wired.com/story/excerpt-from-automating-inequality/.
8. Establish Procedures for Addressing Harms When ADSs Disproportionately Impact Individuals and Community Members

Continuing to rely on ADSs without any pre-implementation processes, such as the recommendations suggested here, risks subjecting entire communities to continued discriminatory and unconstitutional enforcement and policing practices. ADSs could be used to justify disparate treatment of communities of color in terms of how “suspicion” is defined, who is chosen as “targets” for increased enforcement and surveillance, and where these machine-learning tools are deployed—all raising significant constitutional concerns under the First, Fourth, and Fourteenth Amendments to the U.S. Constitution. The use of ADSs threatens to distort reasonable suspicion, expectation of privacy, and freedom of speech doctrines. These potential constitutional harms further underscore why the Task Force must make bold and expansive recommendations to create procedures and safeguards to protect the public from potential constitutional and other violations.

9. The City Must Create Accountability Structures that Empower All Community Members to Participate in Pre- and Post-Acquisition Decisions About Automated Decision System

The City is experimenting on its residents by relying on ADSs to make predictions and decisions without fully understanding how these systems will affect community members. Worse, the City has not required complete ADS transparency or meaningful community engagement—meaning the very communities that will be affected by ADSs are left out of the equation. To date, the City has not provided sufficient mechanisms for non-agency experts and community members to be educated about, and then thoroughly evaluate, all ADSs prior to implementation. The City must reaffirm its commitment to accountability and transparency by creating structures that center community members—not machines—in the decision-making process and provide meaningful opportunities to give feedback and input about ADSs.

Conclusion

In closing, the NYPD’s use of ADSs already creates an unprecedented expansion of police surveillance. While the expansion implicates all residents’ privacy rights, as I’ve noted, the burdens and harms are not evenly shared among City residents. Communities of color, particularly Black and Latinx residents, will continue to be disproportionately subjected to profiling, policing, and punishment to
the extent that ADSs replicate the biases of the current criminal legal system and law enforcement practices.

The rapid, unchecked deployment of ADSs without effective mechanisms for public input, independent oversight, or the elimination of racial discrimination and bias is unacceptable and untenable. Data and technology should not be weaponized by New York City against its residents. This Task Force should therefore make recommendations that hold agencies accountable for ensuring that all ADSs—including ADSs currently in use and any future ADSs—are transparent, fair and free from racial discrimination and bias.

Thank you,

Janai Nelson
Associate Director Counsel